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Preamble
The assertions presented below are discussed in the context of biological processes and systems. However, the utility of the techniques presented here extend beyond the biotechnology world. They include the legal world, the forensic world, the antiterrorism world and any technical specialty that journals its work in textual form.
Introduction
 Proteins, their ligands, lipids, nucleotide polymers, electrons, and even single photons are all actors in the chemistry of life.  A single gamma ray photon can induce a germ line mutation and permanently alter a species. On the other hand, the normal function of a complex protein can be represented as a logical relationship without the necessity of repeatedly computing combinatorial numbers of electrostatic interactions. We can compute the probability of a given outcome for a given input at a given proximity and energy level. The functional relationships of protein chemistry thus can be codified as a set of logical relationships to support exploratory simulations. When certifiably supported by experimental evidence, protein interaction simulations enable more complete understanding of both the normal and disease state of the organism.  Representing the chemistry of life in a manner that lends itself to machine processing requires data mining, presenting and understanding these entities and the relationships between them. In some cases, as in the case of the wayward gamma ray, this understanding must drill down to the destiny of a single particle - especially when that single actor can change the destiny of the organism. In other cases, very large ensembles of particles – as in proteins – can be replaced by a simple set of logical relationships.
Functional Relationships

The functional relationships between entities may be one to one, one to many, many to one, and many to many. A fact is a relationship between two entities:

gene G “codes for” protein P
In this example, “gene G” and “protein P”  are entities. The phrase “codes for” is the relationship between them, noncommutative for this case. Noncommutative relationships are represented by one way arrows while commutative relationships are represented by two way arrows.

Consider a second example:


exon E “appears in” gene G
The relationship “appears in” is synonomous with the terms “is found in” and “is a part of” and many others. This gives rise to the need for standard nomenclature. Facts can be processed so that they appear in a unified and standard nomenclature, such as the IUBMB.
A fact can also be a relationship between an entity and itself. A good example is:


The grenade explodes.

The entity is “The grenade”. The term “explodes” is the relation.

Lists of Facts and Lines of Reasoning
Functional relationships can be enumerated as lists of facts. Facts are extracted from the biotechnology literature and placed in computable form. This process is called fact extraction. Fact extraction produces new and copyrightable intellectual property that can be economically distributed to the benefit of all.
Following a specific trail of facts through a knowledge map is called a line of reasoning. Lines of reasoning may be linked together to form chains of reasoning, or may be pruned to form shorter chains. The terms” line of reasoning” and “chain of reasoning” are synonymous. An example of a chain of reasoning in the biological context is a biochemical pathway, such as glycolysis. Here the chaining of individual lines of reasoning creates the metabolic pathways.

The truth of a chain of reasoning is true is called its certainty. The certainty of a chain of reasoning is computed by multiplying the truth values of all the facts along the chain.  Thus certainty of an argument is the product of the truth values, or probabilities of all the facts in the chain.

Opacity
Repetition of facts produced by truly independent sources increases the likelihood that a fact is true. Many quotes of a single source do not increase certainty! Said another way, just because you or I believe something doesn’t make it true.  Just because many people are quoting a single source directly or indirectly doesn’t make it true.  There is a level of certainty that can be associated with any fact, and this certainty is nearly always less than one. The truth of a fact is called the opacity of a fact, and has a value between 0.0 and 1.0 inclusive. An opaque fact has a truth value of 1.0 and is considered certain and completely true. An invisible fact has a truth value of 0.0 and is considered irrelevant and false. Responsible science and responsible thinking limits itself to facts with a truth value greater than 0.0. One could extend this model to include negative and imaginary factual values, but that will not be done here.

A fact is uncertain if its truth value is less than 1.0. A line of reasoning that passes through one or more uncertain facts is called a tenuous line of reasoning.  An uncertain fact that links separate chains of reasoning is called a putative fact. A putative fact awaits further evidence that will confirm or refute it. Uncertainty can be thresholded. Thresholding is a kind of filtering. A high threshold limits the lines of reasoning to those with high certainty. Lines of reasoning with a high certainty are called valid arguments.

Once facts are extracted and stored in permanent lists, they can be sorted to speed storage of new facts and retrieval of existing facts. An essential element of sorting facts is separating what we know from how we figured it out, or said another way, separating the discoveries we made from the process that was used to make those discoveries. This process of reducing intellectual clutter is called separating what from how. It is from this sorting and separation that added value is obtained. After sorting and separation, facts can be filtered to produce smaller lists of relevant facts. Lists of facts can be drawn to produce graphs called knowledge maps. Drawing facts as pictures enables people to visualize the relationships between facts more readily than when these facts are presented in textual form. Facts can be conditional. Both the existence and truth of a fact may depend on space, time, or the existence and truth of another fact. Facts that depend on time are called temporally dependent facts. Facts that depend on space or spatial relationships are called spatially dependent facts. Facts that depend on other facts are said to have extrafactual dependence. All such facts are called conditional facts.
Simple vs. Compound Facts
Facts may be simple or compound.  Consider the English statement:


Jane “took the kids to” school.

This is a compound fact. We assert it as being true for the purpose of reasoning with it. A compound fact has more than two nouns. In this case Jane, the kids, and the school make three nouns.

We would like to break all compound facts into unambiguous simple facts.


Jane “took” the kids.


The kids “go to” school.

These are two facts of the form:


aR1b


bR2c

where a and b are entities and R1 and R2 are relationships.

We chain with the chaining operator “+” to form:

aR1b + b R2 c

Which evaluates to


aR1bR2c

which translates 

Jane took the kids go to school.

Which is almost our original compound fact.

Note that the English language omits the word go, as implied. This is a critical omission that goes unnoticed because of our familiarity with common language. The brain fills in this missing word in the same way that it fills in a partial pencil sketch. When we fact extract English text, we must supply the missing words and make the implicit relationships explicit so they can be made computable. We cannot add meaning that wasn’t there, yet we must make explicit information that is implied. This makes fact extraction a disciplined art and one that is difficult to completely automate.

With the facts extracted and understood it is now possible to unambiguously diagram this sentence. The act of decompounding our fact and placing it in drawable form has produced a benefit; Grouping is now possible that does not appear in ordinary English because of incompleteness:


(Jane took the kids) go to school.


AND


Jane took (the kids go to school)

The intersection of these two expressions is the common entity, “the kids”:


Jane took (the kids) go to school.

In each case the parenthesized expressions represent one of the original facts that were extracted from the incomplete English text:


Jane took the kids to school.

The striking advantage we have obtained is that we can now easily compute with these facts, while we could not easily compute with the unformalized and incomplete counterparts.

Observation and Realization

If we exploit that cells themselves are already active simulators it may not always be necessary to build digitial cell simulators. It may be possible to mine the existing corpus of cellular experiments to discover the fully connected implications of simulations already performed by the cells themselves.
Stripping
It is very useful to study factual statements without considering their spatial, temporal or extrafactual dependence. Removing conditional facts of their conditions is called condition stripping. Condition stripping is a form of filtering. Condition stripping reduces the certainty of the facts. There are various ways one can meaningfully reduce the certainty of stripped facts but that will not be discussed here. Facts gleaned from biotechnology literature are often more easily obtained in stripped form.
Syntax of Conditional Facts
Conditional facts are still facts so the Backus Naur form for a fact is:


fact: fact | conditional fact

There are three kinds of conditional facts, the general form of which is:

if(condition) then fact

where:

condition is a fact.

Facts of the form:


if(temporal_expression) then fact
are temporally dependent facts.  An example of a temporally dependent fact is:

if(elapsedTime is 5 seconds) the grenade explodes;
[where is the timer, which grenade]

Facts of the form:


if(spatial_expression) then fact

are spatially dependent facts. An example of a spatially dependent fact is:

if(in sector 5A) the grenade explodes;

[what is in sector 5A, do we need a this, what about class vs. instance]

Spatial and temporal conditions can be composed as in:


if(in sector 5A AND time is 5) the grenade explodes;

Facts of the form:


if(fact) then fact

are extrafactually dependent facts.


if(the sky is blue) the birds sing

is an extrafactually dependent fact.

The temporal dependence of a fact may be visually represented by animating the change of the facts over time. Spatial dependence is visually represented by embedding the facts in a geometric context. Conditional facts are drawn with a tenuous link between the conditional fact and the outside world. For graphics this requires the use of subgraphs and grouping operators indicating enclosure of the conditional facts.
Facts vs. Instructions

A fact is different from an instruction. An instruction is an order, a request to do something, to take some action, to engage in a process to activate the verb phrase under the constraint of space and time. An instruction is not the same as a fact.  An instruction has no notion of truth associated with it, and no notion of certainty. After an instruction is executed, it can be a fact. Consider the instruction:
Take the kids to school Jane

There is no notion of this being a fact, since it is a command to do something, to execute a procedure or to perform a task. There is also no way of associating a certainty with it.

An instruction can be inactive.

An instruction can be started.

An instruction can be in process.

An instruction can be finished.

An instruction is completed is called an executed instruction.

An executed instruction may be a fact:

Jane took the kids to school.

We will not proceed further with instructions for now.

Knowledge Maps as External Visual Organizers
Psychologists and perceptual studies tell us that external visual organizers enhance the ability to reason and perform in complex environments.

Examples of external visual organizers for complex systems are:

· Schematics

· Blueprints

· Process Diagrams

· Knowledge Maps

It is said that the average college student can remember seven digits of a phone number without writing them down.

One measure of intelligence is the ability to filter and chain together a set of facts to establish a cause and effect relationships in the world at large.

Our educational system is currently predicated on selecting and enabling opportunity for those students who have the ability to perform significant internal organization. This system evolved in a world where external visual organizers of significant complexity were not available.

Consider two students, Johnny and Susie. Johnny can chain 12 facts together and hold onto them, as long as he is not interrupted. Susie can chain 9 facts together but can also listen to the radio, get ready for soccer and think about what to have for dinner. Who is smarter, Johnny or Susie? Who is a better student? Who is a better employee?
But with a computer based external visual organizer Johnny and Susie can chain fifty or a hundred or however many facts it takes to solve the problem at hand. Sufficient practice with external visual organizers makes the difference in their ability to internally chain facts less important.
One reason for this is the technology of paper allows for large, but static displays of fact chains. Computer displays and user interefaces allow for small, but dynamic displays of fact chains.  This is a gap that must be filled.

Consider Fermat’s last theorem, a conjecture that was proven in 1995 after nearly four hundred years of false starts. One problem with Fermat is the number of facts that must be filtered and chained together in order to obtain a successful proof.  Could this time have been shortened with a computer based external visual organizer? Although the mathematical techniques of specifying individual facts and chains of reasoning are well developed, the ability to create, use and expand external visual organizer’s for mapping this arguments remain in a relatively primal state awaiting the primal signal.
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